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In modern decision-making pipelines, Artificial Intelligence (AI) and Optimization 

techniques have become essential tools across a wide variety of domains. For example, 

in credit scoring, AI models predict default risk and optimization methods allocate 

capital under regulatory constraints; in healthcare, decision support systems use 

optimized models to recommend treatments while considering fairness across 

demographic groups; and in resource allocation or scheduling, optimization algorithms 

decide how to distribute scarce resources optimally, guided by predictive models. 

However, as these systems increasingly affect people’s lives, there is a growing 

concern that purely utility-driven optimization may lead to unfair or opaque decisions, 

especially when sensitive attributes like race, gender, or socioeconomic status are 

involved. 

 

The main goal of this PhD research project is to develop a unified framework that 

leverages optimization and AI to support decision-making in a way that ensures both 

fairness and explainability. Specifically, the objectives are to design multi-objective 

optimization algorithms that jointly optimize predictive performance, different formal 

fairness metrics (e.g., group and individual), and interpretability or model simplicity; to 

embed explainable AI techniques such as feature importance, counterfactual 

explanations, or procedural explanations into the optimization loop; and to evaluate 

how this framework performs in realistic decision-making domains (e.g., credit 

scoring, hiring, healthcare, public spending analysis, fraud detection in financial 

investigations, school admissions, and resource allocation in public services) under 

different fairness-explainability trade-offs. 

  

This research is expected to contribute both theoretically and practically. Theoretically, 

it will propose new optimization formulations that explicitly incorporate explanation 

quality or model transparency as part of the objective, alongside accuracy and fairness. 

It will also develop algorithms (e.g., based on Pareto optimization or multi-objective 

evolutionary/swarm methods) to find optimal trade-off frontiers. Practically, the 

framework will be validated on real-world datasets, showing how decision-makers can 

navigate trade-offs between utility, fairness, and interpretability. The work will also 

generate insights into how stakeholders perceive fairness when explanations are 

integrated into optimized decision systems. 
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