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Descrigdo: A robotica mével articulada tem se destacado como uma solugdo promissora
para a locomocgdo e execucdo de tarefas em ambientes ndo estruturados e de alta
complexidade, onde robGs convencionais sobre rodas apresentam limitacOes
significativas. No entanto, o controle dindmico desses sistemas permanece um desafio
devido a elevada dimensionalidade, as dindmicas néo lineares e as incertezas inerentes
ao ambiente e ao préprio robd. Nesse contexto, técnicas de Aprendizagem por Reforco
(Reinforcement Learning — RL) emergem como alternativas robustas aos métodos
tradicionais de controle, como o Controle Preditivo por Modelo (Model Predictive
Control — MPC), especialmente em cenarios com modelagem incompleta ou
perturbacdes inesperadas. Este projeto de doutorado tem como objetivo desenvolver e
avaliar técnicas de Aprendizagem por Refor¢o aplicadas ao controle dindmico de robds
moveis articulados, com foco na adaptacao a terrenos variados, robustez a perturbacées
e na transferéncia eficiente de politicas de controle do ambiente simulado para o mundo
real, abordando o problema do Sim-To-Real Gap. A metodologia proposta envolve uma
revisdo sistematica da literatura, a modelagem de ambientes de simulacao fisica realistas,
o treinamento de politicas de controle utilizando diferentes algoritmos de RL e a
comparagdo com abordagens tradicionais de controle. Adicionalmente, seréo
investigadas estratégias de transferéncia Sim-To-Real e realizadas validagdes
experimentais, preferencialmente em robds fisicos, considerando métricas como
estabilidade, eficiéncia energética e capacidade de generalizacdo. Espera-se que 0S
resultados contribuam para o avanco do estado da arte em controle dindmico de robds
moveis articulados, oferecendo tanto contribuicGes tedricas quanto praticas para
aplicacdes em robotica de servigo e sistemas autbnomos complexos.
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