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Descricao: A crescente disponibilidade de dados temporais em dominios como satde,
financas, industria e sistemas socioecondmicos tem ampliado o uso de técnicas de
Machine Learning (ML) [1] para previsao e deteccao de padrdes. No entanto, modelos
predominantemente preditivos apresentam limitagdes relevantes quanto a
explicabilidade e a inferéncia causal, dificultando a compreensdo dos mecanismos
subjacentes aos fendmenos observados e a tomada de decisdo informada em contextos
dindmicos e incertos. Esta pesquisa propde o desenvolvimento de uma abordagem
integrada que combine técnicas de Machine Learning com métodos formais de andlise
de causa e efeito [2] para o tratamento de dados. O objetivo central ¢ avangar além da
correlacdo, incorporando estruturas causais capazes de modelar dependéncias
temporais, efeitos retardados (lagged effects) e relagdes ndo lineares, preservando
desempenho preditivo e ampliando interpretabilidade e robustez analitica.
Metodologicamente, o estudo investigara a integragdo de modelos de séries temporais
baseados em ML, como redes neurais recorrentes, temporal convolutional networks e
modelos baseados em atenc¢ao, com frameworks de inferéncia causal, incluindo grafos
causais dindmicos, modelos estruturais e abordagens inspiradas em Granger causality
[3] e causal Discovery [4]. Serdo propostas estratégias hibridas para aprendizado de
estruturas causais em ambientes de alta dimensionalidade e ndo estacionariedade. A
avaliacdo empirica serd conduzida por meio de estudos de caso e experimentos com
conjuntos de dados reais e sintéticos, considerando métricas de acuricia preditiva,
estabilidade temporal, capacidade de recuperagdo de relagdes causais e utilidade para
apoio a decisdo. Como contribuicdo cientifica a proposicdo de um arcabouco
metodoldgico que una desempenho computacional, rigor causal e explicabilidade,
ampliando o potencial analitico de dados temporais complexos e fortalecendo a
confiabilidade de sistemas inteligentes em contextos criticos. Como resultados
esperados, pretende-se desenvolver um framework inovador para andlise causal de
dados; Avancos na interpretabilidade e confiabilidade de modelos de ML; Evidéncias
empiricas da viabilidade de integrar ML e inferéncia causal em contextos reais e
subsidios tedricos e praticos para aplicacdes em areas que demandam decisdes
baseadas em dados.
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