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Contexto 

Análises temáticas e de conteúdo [1] em pesquisas sociais são duas das principais metodologias 

utilizadas para análise de dados qualitativos. Contudo, a análise manual é intensiva em tempo e recursos, 

limitando a escala e velocidade de pesquisas sociais importantes. Assim, diversos métodos estatísticos e 

de Inteligência Computacional (IC) para o Processamento de Linguagem Natural (NLP) têm sido 

tradicionalmente aplicados para a identificação de padrões (e.g., sentimentos, opiniões, temas) e geração 

de insights relevantes, possibilitando a análise eficaz mesmo em contextos com grande volume de dados 

[2]. O surgimento de Large Language Models (LLMs) [3] para conversação e embeddings com 

capacidades avançadas de processamento textual e compreensão semântica [4], além de suporte a 

contextos cada vez maiores, oferece novas possibilidades para análise qualitativa automatizada. 

Problema 

Embora LLMs apresentem potencial significativo, sua aplicação em pesquisas sociais introduz 

limitações metodológicas críticas: inconsistências e alucinações que geram interpretações não 

fundamentadas nos dados, limitações de explicabilidade e interpretabilidade, problemas de 

replicabilidade, e eventuais dificuldades no tratamento de características regionais e culturais específicas. 

Por outro lado, é possível explicar as premissas metodológicas e o funcionamento dos métodos 

tradicionais de NLP, assim como verificar e interpretar seus resultados. 

Hipótese 

A integração estruturada de LLMs com métodos tradicionais de NLP, através de um framework que 

incorpore supervisão metodológica e feedback humano especializado, pode combinar a eficiência dos 

LLMs com o rigor metodológico dos métodos tradicionais, resultando em um sistema híbrido adequado 

para análise qualitativa que atenda aos padrões científicos necessários para pesquisas sociais rigorosas. 

Pergunta Principal 

Como desenvolver um framework híbrido que integre eficazmente LLMs com métodos tradicionais de 

NLP para análise temática e de conteúdo em pesquisas sociais, incorporando supervisão metodológica e 

feedback humano para garantir rigor científico? 

Perguntas Secundárias 

a) Quais métodos tradicionais de NLP têm sido aplicados de forma efetiva e responsável para as 

diferentes etapas e tarefas da análise temática e de conteúdo em pesquisas sociais? 

b) Como combinar as capacidades de LLMs com métodos tradicionais de NLP (e.g., modelagem de 

tópicos, análise de sentimentos, classificação textual) para diferentes etapas do processamento dos 

dados e da análise temática e de conteúdo? 

c) Como implementar mecanismos de supervisão metodológica e feedback humano para permitir que 

pesquisadores sociais validem, corrijam e refinem resultados de análises híbridas? 

Objetivos 

Desenvolver uma ferramenta híbrida que integre LLMs com métodos tradicionais de NLP para análise 

temática e de conteúdo em pesquisas sociais, incorporando supervisão metodológica e feedback humano 

para garantir rigor científico e aplicabilidade prática. 

Produtos esperados 

a) Revisão estruturada das metodologias e tecnologias de NLP aplicadas às diferentes tarefas de 

análise temática e de conteúdo em pesquisas sociais. 

b) Modelo para integração de LLMs com métodos tradicionais de NLP para a análise qualitativa. 

c) Modelo para integração de feedback humano para permitir a validação, correção e refinamento dos 

resultados. 

d) Teste e avaliação de aplicação da contribuição em estudos de caso em pesquisa social aplicada. 
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