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Contexto

Analises tematicas e de conteldo [1] em pesquisas sociais sdo duas das principais metodologias
utilizadas para analise de dados qualitativos. Contudo, a analise manual é intensiva em tempo e recursos,
limitando a escala e velocidade de pesquisas sociais importantes. Assim, diversos métodos estatisticos e
de Inteligéncia Computacional (IC) para o Processamento de Linguagem Natural (NLP) tém sido
tradicionalmente aplicados para a identificacdo de padrdes (e.g., sentimentos, opinides, temas) e geracdo
de insights relevantes, possibilitando a analise eficaz mesmo em contextos com grande volume de dados
[2]. O surgimento de Large Language Models (LLMs) [3] para conversagdo e embeddings com
capacidades avangadas de processamento textual e compreensdo semantica [4], além de suporte a
contextos cada vez maiores, oferece novas possibilidades para analise qualitativa automatizada.

Problema

Embora LLMs apresentem potencial significativo, sua aplicagio em pesquisas sociais introduz
limitacbes metodoldgicas criticas: inconsisténcias e alucinages que geram interpretagdes ndo
fundamentadas nos dados, limitagbes de explicabilidade e interpretabilidade, problemas de
replicabilidade, e eventuais dificuldades no tratamento de caracteristicas regionais e culturais especificas.
Por outro lado, é possivel explicar as premissas metodoldgicas e o funcionamento dos métodos
tradicionais de NLP, assim como verificar e interpretar seus resultados.

Hipdtese

A integracéo estruturada de LLMs com métodos tradicionais de NLP, através de um framework que
incorpore supervisdao metodolégica e feedback humano especializado, pode combinar a eficiéncia dos
LLMs com o rigor metodolégico dos métodos tradicionais, resultando em um sistema hibrido adequado
para andlise qualitativa que atenda aos padrdes cientificos necessarios para pesquisas sociais rigorosas.

Pergunta Principal

Como desenvolver um framework hibrido que integre eficazmente LLMs com métodos tradicionais de
NLP para andlise tematica e de contedo em pesquisas sociais, incorporando supervisdo metodologica e
feedback humano para garantir rigor cientifico?

Perguntas Secundarias

a) Quais métodos tradicionais de NLP tém sido aplicados de forma efetiva e responsavel para as
diferentes etapas e tarefas da analise tematica e de conteido em pesquisas sociais?

b) Como combinar as capacidades de LLMs com métodos tradicionais de NLP (e.g., modelagem de
topicos, analise de sentimentos, classificacdo textual) para diferentes etapas do processamento dos
dados e da analise tematica e de contetdo?

¢) Como implementar mecanismos de supervisdo metodoldgica e feedback humano para permitir que
pesquisadores sociais validem, corrijam e refinem resultados de anélises hibridas?

Objetivos

Desenvolver uma ferramenta hibrida que integre LLMs com métodos tradicionais de NLP para analise
tematica e de conteldo em pesquisas sociais, incorporando supervisdo metodologica e feedback humano
para garantir rigor cientifico e aplicabilidade pratica.

Produtos esperados
a) Revisdo estruturada das metodologias e tecnologias de NLP aplicadas as diferentes tarefas de
analise tematica e de conteldo em pesquisas sociais.
b) Modelo para integracéo de LLMs com métodos tradicionais de NLP para a analise qualitativa.
¢) Modelo para integragdo de feedback humano para permitir a validag8o, correcéo e refinamento dos
resultados.
d) Teste e avaliacdo de aplicacdo da contribui¢cdo em estudos de caso em pesquisa social aplicada.
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