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Descri¢ao — A ascensdo de Large Language Models (LLMs) impds uma pressao sem precedentes
sobre a infraestrutura de hardware, transformando o consumo de energia ¢ a dissipacdo térmica
em gargalos criticos para a escalabilidade da Inteligéncia Artificial [2]. Diferente de cargas de
trabalho computacionais tradicionais, o treinamento de modelos massivos gera flutuacdes de
poténcia que levam as GPUs ao seu limite térmico (Thermal Design Power - TDP), disparando
frequentemente o Thermal Throttling [2], [4]. Este fenomeno reduz a frequéncia de operacdo dos
nucleos, resultando em uma degradagdo severa da vazdo de processamento ¢ aumentando
significativamente o custo operacional (TCO) de grandes data centers, por exemplo [2], [4].
Historicamente, a modelagem térmica dependia de simulagcdes de Dinamica de Fluidos
Computacional (CFD), que, embora precisas, possuem um custo computacional proibitivo para
decisdes em tempo real [5]. Trabalhos recentes de alto impacto propdem a transi¢cao para modelos
substitutos (surrogate models) baseados em Deep Learning, como os Operadores Neurais de
Fourier (FNO), que conseguem prever distribuicdes térmicas 3D com uma velocidade aos
métodos tradicionais [5]. Além disso, a integracdo de leis da fisica com aprendizado de dados
(técnicas como LEnPOD-GP) permitiu o mapeamento de hotspots dindmicos em GPUs de
muitos nucleos (como a arquitetura NVIDIA Volta/Hopper) [1].

Apesar desses avangos, a literatura recente aponta que o gerenciamento térmico reativo €
insuficiente para lidar com a volatilidade de modelos de IA modernos [2], [4]. Pesquisas
publicadas em foruns de elite sugerem que o escalonamento de tarefas consciente da temperatura
(Thermal-aware Scheduling) pode reduzir o pico térmico em até 12°C e os custos de resfriamento
pela metade [3], [6]. No entanto, a fusdo eficiente entre telemetria de hardware em tempo real
(obtida via NVML) e o comportamento estocastico das fases de treinamento (como feedforward
vs backpropagation) ainda carece de modelos preditivos robustos e generalizaveis para
ambientes privados, nuvem e edge [3], [6].

Este projeto propde investigar e desenvolver um framework de modelagem preditiva que utilize
redes neurais recorrentes (LSTMs) para antecipar o comportamento térmico de GPUs sob cargas
de DL. A pesquisa focara na correlagdo entre hiperparametros de software (como batch size) e o
estresse térmico do hardware [2], [4]. Espera-se que a solug@o proposta permita uma orquestragao
proativa, otimizando a eficiéncia energética (Performance-per-Watt) e estendendo a vida util dos
hardwares de alto desempenho [3], [5].
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