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Description – A major challenge in artificial intelligence (AI) is the processing of 

(spatio-) temporal patterns or sequences like speech, facial expressions, and gestures. 

However, the recognition of these modalities is important to create natural and intuitive 

interfaces in e.g. cognitive robotic scenarios. Computational models like the Hidden 

Markov Model (HMM) or Recurrent Neural Networks (RNN) were state-of-the-art 

methods for sequential processing and recognition applications but come along with 

high computational complexity and convergence problems 1. 

 

This project aims at joining the recognition of so called “dynamic gestures” from visual 

sensors with the “Reservoir Computing” paradigm 2, which introduced a novel concept 

for fast and robust RNN training. We focus on a specific network implementation, 

Echo State Networks (ESN) 3, to investigate the network behavior when driven with 

gesture input in terms of stability 4, timescales 5, memory 6, and the influence of the 

parameters aswell as their interplay on the network performance (classification). An 

intermediate study within the project could provide performance comparisons between 

different sequence models, e.g. contrasting HMMs and ESN, or summarizing 

significant findings for future reference in a subsequent Master thesis. Depending on 

the project progress, it is also possible to link ESN with deep learning techniques for 

development of new neural architectures 7, 8. 

 

The candidate for this project should have a mathematical background and the curiosity 

to learn about dynamical systems, respectively, neural networks and their evaluation. 

Data and pointers to existing software for a start are available. 
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